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University Libraries Projects

* VTechData (https://data.lib.vt.edu): Sufia 6

« ETDPIlus (http://etdplusdemo.educopia.org): Sufia 6

« GEOBIlacklight (https://geodata.lib.vt.edu)

* IAWA (https://iawadev.lib.vt.edu): Sufia 7
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Projects timeline

* VTechData: 1.5 year

 ETDPIlus: 1 year

« GEOBIlacklight: 6 months

« |[AWA: 3 months
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The problem

Stakeholder/

Developer ‘ Manager
System
Administrator

Ime Is Money

* Project requirement
* Development environment setup

* Deploy application into production
environment
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~ How the business
consultant described
it

‘How the programmer  What the beta testers
wrote it received

~ How the analyst
designed it

~ How the customer ~ How the project
explained it leader understood it

~ How the customer “What the customer

How it was supported ~ What marketing

‘How the projectwas ~ What operations
documented installed was billed advertised really needed
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How to make it more efficiently?

« Repeat communication
« Show something during the development

« Early delivery

Help them to know what they really want!
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Development Env setup

* Various OS

 Various software versions
 Various programming habits

* Installation is not “THAT" easy
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GeoBlacklight installation

Installation

Creating a new GeoBlacklight application from the template

$ rails new app—-name -m https://raw.githubusercontent.com/geoblacklight/geoblacklight/master/template.rb

To launch app:

$ cd app-name
4% rake geoblacklight:server

4n19x3wbnw_0nnc40000gn/T/bundler2016¢

nw_0nnc40000g /bundler20160

bundle inst 1 to install ng gems.

rake db migrate

| to install missing
bundle install

Fetching gem metadata from https://rubygems.org/

Fetching version metadata from https://rubygems.org/

Fetching dependency metadata from https://rubygems.org/

Resolving dependencies....

Rubygems 2.0.14.1 is not threadsafe, so your gems will be installed one at a time. Upgrade to Rubygems 2.1.0 or higher to enable

parallel gem installation. I [ I" L1 S 'l" |.|
Using rake 11.3.0 1 nla ec
Using i18n 0.7.0 a7 2
Installing json 1.8.3 with native extensions Invent the Future




Sufia installation

Prerequisites

Sufia 7.x requires the following software to work:

10

1. Solr version >=5.x (tested up 10 6.2.0)

2. Fedora Commons digital repository version >= 4.5.1 (tested up t0 4.6.0)

3. A SQL RDBMS (MySQL, PostgreSQL), though note that SQLite will be used by default if you're looking to get up and running
quickly

4. Redis, a key-value store

5. ImageMagick with JPEG-2000 support

6. FITS version 0.8.x (0.8.5 is known to be good)

7. LibreOffice

[T VirginiaTech
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Ruby installation

Homebrew (0OS X)

On OS X El Capitan, Yosemite, and Mavericks, Ruby 2.0 is included. OS X
Mountain Lion, Lion, and Snow Leopard ship with Ruby 1.8.7.

Many people on O5 X use Homebrew as a package manager. It is really easy to
get a newer version of Ruby using Homebrew:

% brew install ruby

checking whether we are cross compiling... configure: error: in ‘/private/tmp/libyaml1-20160922-5392-1lezide5/yam1-0.1.6":
configure: error: cannot run C compiled programs.

If you meant to cross compile, use ‘——host'.
See ‘config.log' for more details

: https: it.io/brew-troubleshootin
If reporting this issue please do so at (not Homebrew/brew):

https://github.com/Homebrew/homebrew—core/issues

Warning: You are using 0S X 10.12.
We do not provide support for this pre-release version.
You may encounter build failures or other breakages.
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How to make it more efficiently?

* As a programmer, coding is the top priority,
not software installation

« Use only one programmer to prepare the
development environment for all.

* Work with system administrator to prepare
this development environment.
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Deploy into Production Env

« Can't just deploy application into the

oroduction environment

Developer System Administrator
OSX Ubuntu

Jetty (Tomcat / Solr ) Tomcat, Solr

Sqlite RDBMS

Local network, port
forwarding

NAT, Load balancer, etc

mVlrgmlaTech

nt the Futur




How to make it more efficiently?

« Make the development environment is almost
the same with production environment

 Be “minimal” the difference

« Work with software developer to prepare this
development environment.
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Not just a single project

« We always have multiple projects to work on

* One Vagrant box, many Git repositories (Projects)
» With simply edit configuration files
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The Concept '

 Let developer focus on coding!

* Let system administrator focus on
software installation, hardware config
and network settings!

» Let stakeholder can see "Something”

whenever they want to see!
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The Concept '

 All programmers use exactly the same
development environment

 There i1s not much difference between
development and production
environment

« Switch between projects on demand
« Anyone can use it
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InstallScripts

https://github.com/VTUL/InstallScripts

* For Hydra and Ruby on Rails applications

« Vagrant (https://www.vagrantup.com/)
* Ansible (https://www.ansible.com/)

[T VirginiaTech
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https://github.com/VTUL/InstallScripts
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InstallScripts Features

« Support both public/private GitHub

repository
* Fully configurable

* Cloud Computing

- Amazon Web Services (AWS)
https://aws.amazon.com/

» OpenStack in the Chameleon Cloud

https://www.chameleoncloud.org/

[T VirginiaTech
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https://aws.amazon.com/
https://www.chameleoncloud.org/
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Usage — Start Vagrant

* Local machine
* Vagrant up

 Amazon Web Services (AWS)
- vagrant plugin install vagrant-aws
 vagrant up —provider aws

* OpenStack in the Chameleon Cloud
- vagrant plugin install vagrant-openstack-provider
 vagrant up —provider openstack
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Services and ports

Local VM
Local VM Description
8983 8983 Solr services
8888 8080 Tomcat
8080 80 Application (HTTP)
4443 443 Application (HTTPS)

AWS/OpenStack/Production
« http(s)://[$SERVER_HOSTNAME or http(s)://IP

21
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Vagrant commands

Start the machine
e vagrant up

Shuts down the running machine
 vagrant halt

Shuts down the machine and then start
 vagrant reload

Destroy the machine
 vagrant destroy

Connect to VM
« vagrant ssh

[T VirginiaTech
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Project configuration

* Site_secrets.yml

* project_name
project_git_identifier: 'master’
project_app_env: 'development’
project_db name
project_solr_url
project_fedora_url
- project_git_url

https://github.com/VTUL/InstallScripts/blob/master/ansible/example site secrets.yml

[T VirginiaTech
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https://github.com/VTUL/InstallScripts/blob/master/ansible/example_site_secrets.yml
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Security

» Default “vagrant” is sudoer
* Default “ubuntu” is sudoer in AWS

» Default “cc” is sudoer in OpenStack

» Use a custom user instead. e.g. hydra

« See.example_site secrets.yml
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VM Sync foldr

* To use local sync folders, set the following
parameters in ansible/site _secrets.yml to these
values:

project_user: 'vagrant'
project_user _home: ''home/{{ project_user }}'
project_app_root: '/vagrant/src/{{ project_name }}

« Sync folder located in the InstallScripts/src directory

[T VirginiaTech
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AWS launch configuration

KEYPAIR_NAME: the name of the AWS keypair that will be used to log
In to the instance. This keypair should already exist within your AWS
account and its private key file should reside on the local system.

KEYPAIR_FILE: the pathname of the private key on the local system
corresponding to the aforementioned keypair.

AWS ACCESS KEY: the AWS IAM access key to the account under
which the EC2 instance will be created.

AWS SECRET_KEY: the AWS IAM secret key to the account under
which the EC2 instance will be created.

AWS_ SECURITY_GROUPS: a space-separated list of existing AWS
security groups to apply to this instance. (If

AWS SECURITY_GROUPS is not set then a default security group is
used.)

& VirginiaTech
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AWS Services
EC2 Dashboard Launch Instance Actions ¥
Events 1
Tags
Reports
Limits @  Name
ISTAN B AcM
Instances
Spot Requests

Instance: | i-c71e466 (ACM)
Reserved Instances

Scheduled Instances

Description Status Checks
Dedicated Hosts
Instance ID
Instance state
AMis
Instance type
Bundle Tasks "
Private DNS
LASTIC B K STORE Private IPs
Volumes ‘Secondary private IPs
Snapshots VPCID
o Subnet ID
Security Groups Network interfaces
Elastic IPs.

Source/dest. check
Placement Groups ClassicLink
EBS-optimized

Root device type

Key Pairs

Network Interfaces
BALAJ Roct device

Load Balancers Block devices

Target Groups

Launch Configurations
Auto Scaling Groups

Command History
Documents
Managed Instances

Activations

Private IP: 172.30.4.20

Monitoring Tags

I-c71ed6f6

stopped

c4.Bxlarge
ip-172-30-4-20.ec2 internal
172.30.4.20

vpc-d472acb1

subnet-31ead219
ath0

/dev/sdal
Idev/sdal

~ Instance ID

i-c71e46f6

Usage Instructions

Instance Type ~ Availability Zone - Instance State ~
c4.Bxlarge us-east-1e & stopped

Public DNS

Public IP

Elastic IPs

Avallability zone
Security groups
Scheduled events
AMIID

Platform

1AM role

Key pair name
Owner

Launch time
Termination protection
Lifecycle
Monitoring

Alarm status
Kernel ID

RAM disk ID
Placement group
Virtualization
Reservation

AMI launch index
Tenancy

Host ID

Affinity

launch-wizard-10. view rules

CentOS Linux 7 x86_64 HVM EBS 1602-b7eeBat9-eed7-4a49-0e68-
afaee216db2e-ami-d7e1d2bd.3 (ami-6d1c2007)

develop

307821251221

September 26, 2016 at 10:13:33 PM UTC-4 (37 hours)
False

normal

basic

None

hvm
r-720956¢cc
1]

default

Yinlin Chen ~ Virginia ~  Sup e
@ o % |
[2] 1to1ofi
Status Checks = Alarm Status Public DNS = Publi
None e
_N Q=]
us-east-1e

VA
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AWS

Dashboard

Roles

Policies
Identity Providers
Account Settings

Credential Report

Encryption Keys

Services ~

IAM > Users > iamuser

= Summary

User ARN:

Has Password:
Groups (for this user):
Path:

Creation Time:

m::307821251221:

2016-09-09 12:22 EDT

Groups Permissions Security Credentials Access Advisor

Access Keys

Yinlin Chen ~

obal ~

Support ~

Use access keys to make secure REST or Query protocol requests to any AWS service API. For your protection, you should never share your secret keys with anyone. In addition, industry best practice recommends frequent key rotation.

Learn more about Access Keys

Access Key ID
AKIA

Sign-In Credentials

User Name
Password
Last Used

Multi-Factor Authentication
Device

Signing Certificates

Created

2016-09-09 12:22 EDT

iamuser
Yes
2016-09-09 12:30 EDT

No

None

Last Used Service Last Used Region Status Actions

N/A N/A Active Make Inactive | Delete
Manage Password
Manage MFA Device

Manage Signing Certificates

[T VirginiaTech
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OpensStack configuration

«  KEYPAIR_NAME: the name of the OpenStack keypair that will be used to log in to the
instance. This keypair should already exist within your OpenStack account and its private
key file should reside on the local system.

« KEYPAIR_FILE: the pathname of the private key on the local system corresponding to the
aforementioned keypair.

« OS_FLOATING_IP: the floating IP address (as a "dotted quad", i.e., x.X.x.X) to be assigned
to this instance. This floating IP must already be available to the OpenStack project under
which the instance is being deployed.

« OS_SECURITY_GROUPS: a space-separated list of existing OpenStack security groups to
apply to this instance. (If OS_SECURITY_GROUPS is not set then a default security group
is used.)

« OS_USERNAME: your OpenStack user name
« OS _PASSWORD: your OpenStack login password
« OS_AUTH_URL: the URL of the OpenStack endpoint
« OS_TENANT_NAME: the ID of your OpenStack Chameleon Cloud project (tenant)
« OS_REGION_NAME: the OpenStack region in which you wish to deploy the instance
& VirginiaTech
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OpenStack RC file
Gr@meleon  CH-816963 - A

Project - Access & Security

Compute ~ Security Groups Key Pairs Floating IPs API Access
Overview & Download OpenStack RC File | & Download EC2 Credentials |+ View Credentials
nstances Service Service Endpoint
Volumes Compute https://openstack.tacc.chameleoncloud.org:8774/v2/CH-816963
Images Metwaork https://openstack.tacc.chameleoncloud.org:9696
Access & Security Volumev2 https://openstack.tacc.chameleoncloud.org:8776/v2/CH-816963
Network - Computevd https:/fopenstack.tacc.chameleoncloud.org:B774/:v3
Image https://openstack.tace.chameleoncloud.org:9292
Identity v
Volume https://openstack.tacc.chameleoncloud.org:8776/v1/CH-816963
EC2 https:/Yopenstack.tace.chameleoncloud.org:B773/services/Cloud
Identity https://openstack.tacc.chameleoncloud.org:5000/:2.0

Displaying 8 items

VA
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need

to instal

geoblacklight

ruby rdoc/ri d

git (a

69144 b

69144fh

)

TASK [geoblacklight
changed: [hydravm]

TASK [geoblacklight
changed: [hydravm]

TASK [geoblacklight
changed: [hydravm]

TASK [geoblacklight :

changed: [hydravm]

TASK [geoblacklight
changed: [hydravm]

TASK [geoblacklight :

changed: [hydravm]

TASK [geoblacklight
skipping: [hydravm]

TASK [geoblacklight
changed: [hydravm]

TASK [geoblacklight :

changed: [hydravm]

TASK [geoblacklight
skipping: [hydravm]

TASK [geoblacklight
changed: [hydravm]

TASK [geoblacklight
changed: [hydravm]

TASK [geoblacklight
changed: [hydravm]

TASK [geoblacklight
changed: [hydravm]

TASK [geoblacklight
changed: [hydravm]

TASK [geoblacklight
changed: [hydravm]

TASK [geoblacklight
changed: [hydravm]

geoblacklight requires a newer version of RubyGems] sektoioiok

copy data repo site configuration file] sekllllllllllliiiiok

enable passenger site]

make sure project user owns application] selkiickimikiiok

clone the geoblacklight repo]

copy the secrets filel

install production gems]

install development gems]

load db schema]

precompilel

stop solrl]

create blacklight solr corel]

ensure core name in core.properties] skl

copy solr config files]

ensure solr owns the conf files]

start solr]

configure cron to ingest content periodically via rake task] sk

& VirginiaTec
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Ansible introduction

Roles

Defaults: define default value for variable used by
role.

Files: static files

Handlers: Ansible commands (notify.
Stop/start/restart)

Meta: define dependency on other roles
Tasks: actions the role performs

Templates: files with variable substitution
mVlrgmlaTech
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Inside InstallScripts

Sufla—6 and 7
GeoBlacklight

Solr

Fedora

PostgreSql
Prerequisites software
Custom software

[T VirginiaTech
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For your project

« Create a base git repo

« Update project_git_url in site_secrets.yml

« Customize tasks/{{project}}.yml
« E.g.: ansible/roles/sufia/tasks/main.yml#L102

* Vagrant up
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Future Plan

» Use Docker to manage applications
« Automate Docker with Ansible
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Thank you!

» University Libraries DLD Team

» Hydra Connect Program Committee

« Contact: ylchen@vt.edu

Q& A
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Demo

« AWS demo
* OpenStack demo
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