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University Libraries Projects 

• VTechData (https://data.lib.vt.edu): Sufia 6

• ETDPlus (http://etdplusdemo.educopia.org): Sufia 6

• GEOBlacklight (https://geodata.lib.vt.edu) 

• IAWA (https://iawadev.lib.vt.edu): Sufia 7

3



Projects timeline

• VTechData: 1.5 year

• ETDPlus: 1 year

• GEOBlacklight: 6 months

• IAWA: 3 months
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The problem

Time is Money

• Project requirement

• Development environment setup

• Deploy application into production 

environment 
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Project requirement
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How to make it more efficiently?

• Repeat communication

• Show something during the development

• Early delivery

Help them to know what they really want!
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Development Env setup

• Various OS

• Various software versions

• Various programming habits 

• Installation is not “THAT” easy
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GeoBlacklight installation
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Sufia installation
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Ruby installation
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OS X Sierra



How to make it more efficiently?

• As a programmer, coding is the top priority, 

not software installation

• Use only one programmer to prepare the 

development environment for all.

• Work with system administrator to prepare 

this development environment. 
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Deploy into Production Env

• Can’t just deploy application into the 

production environment 
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Developer System Administrator

OSX Ubuntu

Jetty (Tomcat / Solr ) Tomcat, Solr

Sqlite RDBMS

Local network, port 

forwarding

NAT, Load balancer, etc



How to make it more efficiently?

• Make the development environment is almost 

the same with production environment 

• Be “minimal” the difference 

• Work with software developer to prepare this 

development environment. 
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Not just a single project

• We always have multiple projects to work on

• One Vagrant box, many Git repositories (Projects)

• With simply edit configuration files
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The Concept

• Let developer focus on coding!

• Let system administrator focus on 

software installation, hardware config 

and network settings!

• Let stakeholder can see “Something” 

whenever they want to see!
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The Concept

• All programmers use exactly the same 

development environment

• There is not much difference between  

development and production 

environment

• Switch between projects on demand

• Anyone can use it

17



InstallScripts

https://github.com/VTUL/InstallScripts

• For Hydra and Ruby on Rails applications

• Vagrant (https://www.vagrantup.com/)

• Ansible (https://www.ansible.com/)
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InstallScripts Features

• Support both public/private GitHub 

repository

• Fully configurable

• Cloud Computing

• Amazon Web Services (AWS)

https://aws.amazon.com/

• OpenStack in the Chameleon Cloud

https://www.chameleoncloud.org/
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Usage – Start Vagrant

• Local machine

• Vagrant up 

• Amazon Web Services (AWS)

• vagrant plugin install vagrant-aws

• vagrant up —provider aws

• OpenStack in the Chameleon Cloud

• vagrant plugin install vagrant-openstack-provider

• vagrant up —provider openstack
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Services and ports

21

Local VM Description

8983 8983 Solr services

8888 8080 Tomcat 

8080 80 Application (HTTP)

4443 443 Application (HTTPS)

Local VM

AWS/OpenStack/Production

• http(s)://$SERVER_HOSTNAME or http(s)://IP 



Vagrant commands
• Start the machine

• vagrant up

• Shuts down the running machine

• vagrant halt

• Shuts down the machine and then start

• vagrant reload

• Destroy the machine 

• vagrant destroy

• Connect to VM

• vagrant ssh
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Project configuration
• site_secrets.yml

• project_name

• project_git_identifier: 'master’

• project_app_env: 'development’

• project_db_name

• project_solr_url

• project_fedora_url

• project_git_url

https://github.com/VTUL/InstallScripts/blob/master/ansible/example_site_secrets.yml
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Security

• Default “vagrant” is sudoer 

• Default “ubuntu” is sudoer in AWS

• Default “cc” is sudoer in OpenStack

• Use a custom user instead. e.g. hydra

• See:example_site_secrets.yml 
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VM Sync folder

• To use local sync folders, set the following 

parameters in ansible/site_secrets.yml to these 

values:

project_user: 'vagrant'

project_user_home: '/home/{{ project_user }}'

project_app_root: '/vagrant/src/{{ project_name }}’

• Sync folder located in the InstallScripts/src directory
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AWS launch configuration
• KEYPAIR_NAME: the name of the AWS keypair that will be used to log 

in to the instance. This keypair should already exist within your AWS 

account and its private key file should reside on the local system.

• KEYPAIR_FILE: the pathname of the private key on the local system 

corresponding to the aforementioned keypair.

• AWS_ACCESS_KEY: the AWS IAM access key to the account under 

which the EC2 instance will be created.

• AWS_SECRET_KEY: the AWS IAM secret key to the account under 

which the EC2 instance will be created.

• AWS_SECURITY_GROUPS: a space-separated list of existing AWS 

security groups to apply to this instance. (If 

AWS_SECURITY_GROUPS is not set then a default security group is 

used.)
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AWS
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AWS
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OpenStack configuration
• KEYPAIR_NAME: the name of the OpenStack keypair that will be used to log in to the 

instance. This keypair should already exist within your OpenStack account and its private 

key file should reside on the local system.

• KEYPAIR_FILE: the pathname of the private key on the local system corresponding to the 

aforementioned keypair.

• OS_FLOATING_IP: the floating IP address (as a "dotted quad", i.e., x.x.x.x) to be assigned 

to this instance. This floating IP must already be available to the OpenStack project under 

which the instance is being deployed.

• OS_SECURITY_GROUPS: a space-separated list of existing OpenStack security groups to 

apply to this instance. (If OS_SECURITY_GROUPS is not set then a default security group 

is used.)

• OS_USERNAME: your OpenStack user name

• OS_PASSWORD: your OpenStack login password

• OS_AUTH_URL: the URL of the OpenStack endpoint

• OS_TENANT_NAME: the ID of your OpenStack Chameleon Cloud project (tenant)

• OS_REGION_NAME: the OpenStack region in which you wish to deploy the instance
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OpenStack RC file
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Scripts vs Ansible
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Ansible introduction

• Roles

• Defaults: define default value for variable used by 

role.

• Files: static files

• Handlers: Ansible commands (notify. 

Stop/start/restart)

• Meta: define dependency on other roles

• Tasks: actions the role performs

• Templates: files with variable substitution 
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Inside InstallScripts

• Sufia – 6 and 7 

• GeoBlacklight

• Solr 

• Fedora

• PostgreSql

• Prerequisites software

• Custom software
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For your project

• Create a base git repo

• Update project_git_url in site_secrets.yml

• Customize tasks/{{project}}.yml 

• E.g.: ansible/roles/sufia/tasks/main.yml#L102

• Vagrant up 
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Future Plan

• Use Docker to manage applications

• Automate Docker with Ansible 
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Thank you!

• University Libraries DLD Team

• Hydra Connect Program Committee

• Contact: ylchen@vt.edu

Q & A
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Demo

• AWS demo

• OpenStack demo
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